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Chapter 1: Introduction

Continuing a process that began over 40 years ago with the publication of Curriculum 68 [1], the major professional societies in computing—ACM and IEEE-Computer Society—have sponsored efforts to establish international curricular guidelines for undergraduate programs in computing on roughly a 10-year cycle. As the field of computing has grown and diversified, so too have the curricular recommendations, and there are now curricular volumes for Computer Engineering, Information Systems, Information Technology, and Software Engineering in addition to Computer Science [3]. These volumes are updated regularly with the aim of keeping computing curricula modern and relevant. The last complete Computer Science curricular volume was released in 2001 (CC2001) [2], and an interim review effort concluded in 2008 (CS2008) [4].

This volume, Computer Science Curricula 2013 (CS2013), represents a comprehensive revision. CS2013 redefines the knowledge units in CS, rethinking the essentials necessary for a Computer Science curriculum. It also seeks to identify exemplars of actual courses and programs to provide concrete guidance on curricular structure and development in a variety of institutional contexts.

The development of curricular guidelines for Computer Science is particularly challenging given the rapid evolution and expansion of the field: material dates fast. Moreover, the growing diversity of topics in Computer Science and the increasing integration of computing with other disciplines create additional challenges. Balancing topical growth with the need to keep recommendations realistic and implementable in the context of undergraduate education is particularly difficult. As a result, it is important to engage the broader computer science education community in a dialog to better understand new opportunities, local needs, and to identify successful models of computing curriculum—whether established or novel. One aim of this Strawman report is to provide the basis for such engagement, by providing an early draft of the CS2013 volume that can be scrutinized by members of the computing community with the goal of augmenting and refining the final report.
Charter
The ACM and IEEE-Computer Society chartered the CS2013 effort with the following directive:

To review the Joint ACM and IEEE-CS Computer Science volume of Computing Curricula 2001 and the accompanying interim review CS 2008, and develop a revised and enhanced version for the year 2013 that will match the latest developments in the discipline and have lasting impact.

Consequently, the CS2013 task force welcomes review of, and comment on, this draft report.

High-level Themes
In developing CS2013, several high-level themes provided an overarching guide for this volume. These themes, which embody and reflect the CS2013 Principles (described in detail in another section of this volume) are:

- The “Big Tent” view of CS. As CS expands to include more cross-disciplinary work and new programs of the form “Computational Biology,” “Computational Engineering,” and “Computational X” are developed, it is important to embrace an outward-looking view that sees CS as a discipline actively seeking to work with and integrate into other disciplines.

- Managing the size of the curriculum. Although the field of Computer Science continues to grow unabated, it is not feasible to proportionately expand the size of the curriculum. As a result, CS2013 seeks to re-evaluate the essential topics in computing to make room for new topics without requiring more total instructional hours than the CS2008 guidelines. At the same time, the circumscription of curriculum size promotes more flexible models for curricula without losing the essence of a rigorous CS education.

- Actual course exemplars. CS2001 took on the significant challenge of providing descriptions of six curriculum models and forty-seven possible course descriptions variously incorporating the knowledge units as defined in that report. While this effort was valiant, in retrospect such course guidance did not seem to have much impact on actual course design. CS2013 plans to take a different approach: to identify and describe existing successful courses and curricula to show how relevant knowledge units are addressed and incorporated in actual programs.
Institutional needs. CS2013 aims to be applicable in a broad range of geographic and cultural contexts, understanding that curricula exist within specific institutional needs, goals, and resource constraints. As a result, CS2013 allows for explicit flexibility in curricular structure through a tiered set of core topics, where a small set of Core-Tier 1 topics are considered essential for all CS programs, but individual programs choose their coverage of Core-Tier 2 topics. This tiered structure is described in more detail in Chapter 4 of this report.

Knowledge Areas

The CS2013 Body of Knowledge is organized into a set of 18 Knowledge Areas (KAs), corresponding to topical areas of study in computing. The Knowledge Areas are:

- AL - Algorithms and Complexity
- AR - Architecture and Organization
- CN - Computational Science
- DS - Discrete Structures
- GV - Graphics and Visual Computing
- HC - Human-Computer Interaction
- IAS - Information Assurance and Security
- IM - Information Management
- IS - Intelligent Systems
- NC - Networking and Communications
- OS - Operating Systems
- PBD - Platform-based Development
- PD - Parallel and Distributed Computing
- PL - Programming Languages
- SDF - Software Development Fundamentals
- SE - Software Engineering
- SF - Systems Fundamentals
- SP - Social and Professional Issues
Many of these Knowledge Areas are derived from CC2001/CS2008 but have been revised—in some cases quite significantly—in CS2013; others are new. There are three major causes of KA change: the reorganization of existing KAs, the development of cross-cutting KAs, and the creation of entirely new KAs. Reorganized KAs are a refactoring of existing topics to better reflect coherent units of knowledge as the field of Computer Science has evolved. For example, Software Development Fundamentals is a significant reorganization of the previous Programming Fundamentals KA. Cross-cutting KAs are a refactoring of existing KAs that extract and integrates cross-cutting foundational topics into their own KA rather than duplicating them across many others. Examples include SF-System Fundamentals and IAS-Information Assurance and Security. Finally, new KAs reflect emerging topics in CS that have become sufficiently prevalent to be included in the volume. PBD-Platform-based Development is an example of such a KA. Chapter 5 contains a more comprehensive overview of these changes.

**Previous Input**

To lay the groundwork for CS2013, we conducted a survey of the usage of the CC2001 and CS2008 volumes. The survey was sent to approximately 1500 Computer Science (and related discipline) Department Chairs and Directors of Undergraduate Studies in the United States and an additional 2000 Department Chairs internationally. We received 201 responses, representing a wide range of institutions (self-identified):

- research-oriented universities (55%)
- teaching-oriented universities (17.5%)
- undergraduate-only colleges (22.5%)
- community colleges (5%)

The institutions also varied considerably in size, with the following distribution:

- less than 1,000 students (6.5%)
- 1,000 to 5,000 students (30%)
- 5,000 to 10,000 students (19%)
- more than 10,000 students (44.5%)
In examining the usage of the CC2001/CS2008 reports, survey respondents reported that the Body of Knowledge (i.e., the outline of topics that should appear in undergraduate Computer Science curricula) was the most used aspect. When questioned about new topical areas that should be added to the Body of Knowledge, survey respondents indicated a strong need to add the topics of Security as well as Parallel and Distributed Computing. Indeed, feedback during the CS2008 review had also indicated the importance of these two areas, but the CS2008 steering committee had felt that creating new KAs was beyond their purview and deferred the development of those areas to the next full curricular report. CS2013 includes these two new KAs (among others): Information Assurance and Security, and Parallel and Distributed Computing.

**Coming Attractions in CS2013**

The final version of the CS2013 volume is, naturally enough, scheduled for release in 2013. Hence, this Strawman draft is—by design—incomplete. Not only will the final report include revisions of the Body of Knowledge presented here, based on community feedback, it will also include several sections which do not yet exist. Here we provide a timeline for CS2013 efforts and outline some of the “coming attractions” (i.e., additional sections) that are planned for inclusion in future drafts.
Timeline

The 2013 curricular guidelines will comprise several sorts of materials: the Body of Knowledge, Exemplars of Curricula and Courses, Professional Practice, and Institutional Challenges. These are being developed in offset phases, starting with the Body of Knowledge.

A summary of the CS2013 timeline is as follows:

Fall 2010: CS2013 chartered and effort begins
February 2011: CS2013 Principles outlined and Body of Knowledge revision begins
February 2012: CS2013 Strawman report released
  Includes: Body of Knowledge, Characteristics of Graduates
July 15, 2012: Comment period for Strawman draft closes
February 2013: CS2013 Ironman report planned for release
  Includes: Body of Knowledge, Characteristics of Graduates, Curricula and Course Exemplars, Professional Practice, Institutional Challenges
June 2013: Comment period for Ironman draft closes
Summer 2013: CS2013 Final report planned for release

Exemplars of Curricula and Courses

Perhaps the most significant section of the CS2013 final report that is not included in the Strawman draft is the presentation of actual curricula and courses that embody the topics in the CS2013 Body of Knowledge. The CS2013 Ironman draft will include examples used in practice—from a variety of universities and colleges—to illustrate how topics in the Knowledge Areas may be covered and combined in diverse ways.

Importantly, we believe that the identification of such exemplary courses and curricula provides a tremendous opportunity for further community involvement in the development of the CS2013 volume. We invite members of the computing community to contribute courses and curricula
from their own institutions (or other institutions that they may be familiar with). Those interested in potentially mapping courses/curricula to the CS2013 Body of Knowledge are encouraged to contact members of the CS2013 steering committee for more details.

**Professional Practice**

The education that undergraduates in Computer Science receive must adequately prepare them for the workforce in a more holistic way than simply conveying technical facts. Indeed, “soft skills” (such as teamwork and communication) and personal attributes (such as identification of opportunity and risk) play a critical role in the workplace. Successfully applying technical knowledge in practice often requires an ability to tolerate ambiguity and work well with others from different backgrounds and disciplines. These overarching considerations are important for promoting successful professional practice in a variety of career paths. We will include suggestions for, and examples of, ways in which curricula encourage the development of such skills, including professional competencies and entrepreneurship, as part of an undergraduate Computer Science program in the CS2013 Ironman draft.

**Institutional Challenges**

CS departments and programs often face institutional challenges in implementing a curriculum: they may have too few faculty to cover all the knowledge areas, insufficient number of students for a full program, and/or inadequate institutional resource for professional development. This section will identify such challenges and provide suggestions for their amelioration.
Opportunities for Involvement

We believe it is essential for endeavours of this kind to engage the broad computing community to review and critique successive drafts. To this end, the development of this Strawman report has already benefited from the input of more than 100 contributors beyond the steering committee. We welcome further community engagement on this effort in multiple ways, including (but not limited to):

- Comments on the Strawman draft, especially with respect to the Body of Knowledge.
- Contribution of exemplar courses/curricula that are mapped against the Body of Knowledge.
- Descriptions of pedagogic approaches and instructional designs (both time-tested and novel) that address professional practice within undergraduate curricula.
- Sharing of institutional challenges, and solutions to them.

Comments on all aspects of this report are welcome and encouraged via the CS2013 website:

http://cs2013.org
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Chapter 2: Principles

Early in its work, the 2013 Steering Committee agreed upon a set of principles to guide the development of this volume. The principles adopted for CS2013 overlap significantly with the principles adopted for previous curricular efforts, most notably CC2001 and CS2008. As with previous ACM/IEEE curricula volumes, there are a variety of constituencies for CS2013, including individual faculty members and instructors at a wide range of colleges, universities, and technical schools on any of six continents; CS programs and the departments, colleges, and institutions where they are housed; accreditation and certification boards; authors; and researchers. Other constituencies include pre-college preparatory schools and advanced placement curricula as well as graduate programs in computer science.

The principles were developed in consideration of these constituencies, as well as issues related to student outcomes, development of curricula, and the review process. The order of presentation is not intended to imply relative importance.

1. Computer Science curricula should be designed to provide students with the flexibility to work across many disciplines. Computing is a broad field that connects to and draws from many disciplines, including mathematics, electrical and systems engineering, psychology, statistics, fine arts, linguistics, and physical and life sciences. Computer Science students should develop the flexibility to work across disciplines.

2. Computer Science curricula should be designed to prepare graduates for a variety of professions, attracting the full range of talent to the field. Computer Science impacts nearly every modern endeavour. CS2013 takes a broad view of the field that includes topics such as “computational-x” (e.g., computational finance or computational chemistry) and “x-informatics” (e.g., eco-informatics or bio-informatics). Well-rounded CS graduates will have a balance of theory and application, as described in Chapter 3: Characteristics of Graduates.

3. CS2013 should provide guidance for the expected level of mastery of topics by graduates. It should suggest outcomes indicating the intended level of mastery and provide exemplars of fielded curricula covering topics in the Body of Knowledge.
4. *CS 2013 must provide realistic, adoptable recommendations that provide guidance and flexibility, allowing curricular designs that are innovative and track recent developments in the field.* The guidelines are intended to provide clear, implementable goals, while also providing the flexibility that programs need in order to respond to a rapidly changing field. CS2013 is intended as guidance, not as a minimal standard against which to evaluate a program.

5. *The CS2013 guidelines must be relevant to a variety of institutions.* Given the wide range of institutions and programs (including 2-year, 3-year, and 4-year programs; liberal arts, technological, and research institutions; and institutions of every size), it is neither possible nor desirable for these guidelines to dictate curricula for computing. Individual programs will need to evaluate their constraints and environments to construct curricula.

6. *The size of the essential knowledge must be managed.* While the range of relevant topics has expanded, the size of undergraduate curricula has not. Thus, CS2013 must carefully choose among topics and recommend the essential elements.

7. *Computer Science curricula should be designed to prepare graduates to succeed in a rapidly changing field.* Computer Science is rapidly changing and will continue to change for the foreseeable future. Curricula must prepare students for lifelong learning and must include professional practice (e.g. communication skills, teamwork, ethics) as components of the undergraduate experience. Computer science students must learn to integrate theory and practice, to recognize the importance of abstraction, and to appreciate the value of good engineering design.

8. *CS2013 should identify the fundamental skills and knowledge that all computer science graduates should possess while providing the greatest flexibility in selecting topics.* To this end, we have introduced three levels of knowledge description: Tier-1 Core, Tier-2 Core, and Elective. For a full discussion of Tier-1 Core, Tier-2 Core, and Elective, see Chapter 4: Completing the Curriculum.

9. *CS2013 should provide the greatest flexibility in organizing topics into courses and curricula.* Knowledge areas are not intended to describe specific courses. There are many
novel, interesting, and effective ways to combine topics from the Body of Knowledge into courses.

10. *The development and review of CS2013 must be broadly based.* The CS2013 Task Force must include participation from many different constituencies including industry, government, and the full range of higher education institutions involved in computer science education. It must take into account relevant feedback from these constituencies.
Chapter 3: Characteristics of Graduates

Graduates of Computer Science programs should have fundamental competency in the areas described by the Body of Knowledge (see Chapter 5), particularly the core topics contained there. However, there are also competences that graduates of CS programs should have that are not explicitly listed in the Body of Knowledge. Professionals in the field typically embody a characteristic style of thinking and problem solving, a style that emerges from the experiences obtained through study of the field and professional practice. Below, we describe the characteristics that we believe should be met at least at an elementary level by graduates of computer science programs. These characteristics will enable their success in the field and further professional development. Some of these characteristics and skills also apply to other fields. They are included here because the development of these skills and characteristics must be explicitly addressed and encouraged by Computer Science programs.

This list is based on a similar list in CC2001 and CS2008. The substantial changes that led to this new version were influenced by responses to a survey conducted by the CS2013 Steering Committee.

At a broad level, the expected characteristics of computer science graduates include the following:

Technical understanding of Computer Science
Graduates should have a mastery of computer science as described by the core of the Body of Knowledge.

Familiarity with common themes and principles
Graduates need understanding of a number of recurring themes, such as abstraction, complexity, and evolutionary change, and a set of general principles, such as sharing a common resource, security, and concurrency. Graduates should recognize that these themes and principles have broad application to the field of computer science and should not consider them as relevant only to the domains in which they were introduced.
Appreciation of the interplay between theory and practice

A fundamental aspect of computer science is understanding the interplay between theory and practice and the essential links between them. Graduates of a computer science program need to understand how theory and practice influence each other.

System-level perspective

Graduates of a computer science program need to think at multiple levels of detail and abstraction. This understanding should transcend the implementation details of the various components to encompass an appreciation for the structure of computer systems and the processes involved in their construction and analysis. They need to recognize the context in which a computer system may function, including its interactions with people and the physical world.

Problem solving skills

Graduates need to understand how to apply the knowledge they have gained to solve real problems, not just write code and move bits. They should also realize that there are multiple solutions to a given problem and that selecting among them is not a purely technical activity, as these solutions will have a real impact on people’s lives. Graduates also should be able to communicate their solution to others, including why and how a solution solves the problem and what assumptions were made.

Project experience

To ensure that graduates can successfully apply the knowledge they have gained, all graduates of computer science programs should have been involved in at least one substantial project. In most cases, this experience will be a software development project, but other experiences are also appropriate in particular circumstances. Such projects should challenge students by being integrative, requiring evaluation of potential solutions, and requiring work on a larger scale than typical course projects. Students should have opportunities to develop their interpersonal communication skills as part of their project experience.

Commitment to life-long learning

Graduates of a computer science program should realize that the computing field advances at a rapid pace. Specific languages and technology platforms change over time. Therefore, graduates need to realize that they must continue to learn and adapt their skills throughout their careers. To develop this ability, students should be exposed to multiple programming languages, tools, and technologies as well as the fundamental underlying principles throughout their education.
Commitment to professional responsibility

Graduates should recognize the social, legal, ethical and cultural issues involved in the deployment and use of computer technology. They should respond to these issues from an informed perspective, guided by personal and professional principles. They must further recognize that social, legal, and ethical standards vary internationally.

Communication and organizational skills

Graduates should have the ability to make succinct presentations to a range of audiences about technical problems and their solutions. This may involve face-to-face, written, or electronic communication. They should be prepared to work effectively as members of teams. Graduates should be able to manage their own learning and development, including managing time, priorities, and progress.

Awareness of the broad applicability of computing

Platforms range from embedded micro-sensors to high-performance clusters and distributed clouds. Computer applications impact nearly every aspect of modern life. Graduates should understand the full range of opportunities available in computing.

Appreciation of domain-specific knowledge

Graduates should understand that computing interacts with many different domains. Solutions to many problems require both computing skills and domain knowledge. Therefore, graduates need to be able to communicate with, and learn from, experts from different domains throughout their careers.
Chapter 4: Constructing a Complete Curriculum

This chapter provides high-level guidelines on how to use the Body of Knowledge to create an institution’s undergraduate curriculum in computer science. It does not propose a particular set of courses or curriculum structure -- that is the role of the (forthcoming) course/curriculum exemplars. Rather, this chapter emphasizes the flexibility that the Body of Knowledge allows in adapting curricula to institutional needs and the continual evolution of the field. In computer-science terms, one can view the Body of Knowledge as a specification of content to cover and a curriculum as an implementation. A large variety of curricula can meet the specification.

The following points are elaborated:

- Knowledge Areas are not intended to be in one-to-one correspondence with particular courses in a curriculum: We expect curricula will have courses incorporating topics from multiple Knowledge Areas.

- Topics are identified as either “core” or “elective” with the core further subdivided into “tier-1” and “tier-2.”
  - A curriculum should include all topics in the tier-1 core and ensure that all students cover this material.
  - A curriculum should include all or almost all topics in the tier-2 core and ensure that all students cover the vast majority of this material.
  - A curriculum should include significant elective material: Covering only “core” topics is insufficient for a complete curriculum.

- Because it is a hierarchical outline, the Body of Knowledge under-emphasizes some key issues that must be considered when constructing a curriculum.
Knowledge Areas are Not Necessarily Courses (and Important Examples Thereof)

It is naturally tempting to associate each Knowledge Area with a course. We explicitly discourage this practice in general, even though many curricula will have some courses containing material from only one Knowledge Area or, conversely, all the material from one Knowledge Area in one course. We view the hierarchical structure of the Body of Knowledge as a useful way to group related information, not as a stricture for organizing material into courses. Beyond this general flexibility, in several places we expect many curricula to integrate material from multiple Knowledge Areas, in particular:

- **Introductory courses**: There are diverse successful approaches to introductory courses in computer science. Many focus on the topics in Software Development Fundamentals together with a subset of the topics in Programming Languages or Software Engineering, while leaving most of the topics in these other Knowledge Areas to advanced courses. But *which* topics from other Knowledge Areas are covered in introductory courses can vary. Some courses use object-oriented programming, others functional programming, others platform-based development (thereby covering topics in the Platform-Based Development Knowledge Area), etc. Conversely, there is no requirement that all Software Development Fundamentals be covered in a first or second course, though in practice most topics will usually be covered in these early courses.

- **Systems courses**: The topics in the Systems Fundamentals Knowledge Area can be covered in courses designed to cover general systems principles or in courses devoted to particular systems areas such as computer architecture, operating systems, networking, or distributed systems. For example, an Operating Systems course might spend considerable time on topics of more general use, such as low-level programming, concurrency and synchronization, performance measurement, or computer security. Such courses may draw on material in several Knowledge Areas. Certain fundamental systems topics like latency or parallelism will likely arise in many places in a curriculum. While it is important that such topics do arise, preferably in multiple settings, the Body of Knowledge does not specify the particular settings in which to teach such topics.
• Parallel computing: Among the many changes to the Body of Knowledge compared to previous reports is a new Knowledge Area in Parallel and Distributed Computing. An alternative structure for the Body of Knowledge would place relevant topics in other Knowledge Areas: parallel algorithms with algorithms, programming constructs in software-development focused areas, multi-core design with computer architecture, and so forth. We chose instead to provide guidance on the essential parallelism topics in one place. Some, but not all, curricula will likely have courses dedicated to parallelism, at least in the near term.

Tier-1 Core, Tier-2 Core, Elective: What These Terms Mean, What is Required

As described at the beginning of this chapter, computer science curricula should cover all of the core tier-1 topics, all or almost all of the core tier-2 topics, and significant depth in many of the elective topics (i.e., the core is not sufficient for an undergraduate degree in computer science). Here we provide additional perspective on what “tier-1 core,” “tier-2 core”, and “elective” mean, including motivation for these distinctions.

Motivation for subdividing the core: Earlier versions of the ACM/IEEE Computer Science Curricula had only “core” and “elective” with every topic in the former being required. We departed from this strict interpretation of “everything in the core must be taught to every student” for these reasons:

• It did not sufficiently reflect reality: Many strong computer science curricula were missing at least one hour of core material. It is misleading to suggest that such curricula are outside the definition of an undergraduate degree in computer science.

• As the field has grown, there is ever-increasing pressure to grow the core and allow students to specialize in areas of interest. Doing so simply becomes impossible within the short time-frame of an undergraduate degree. Providing some flexibility on coverage of core topics enables curricula and students to specialize if they choose to do so.

Conversely, we could have allowed for any core topic to be skipped provided that the vast majority was part of every student’s education. By retaining a smaller tier-1 core of required
material, we provide additional guidance and structure for curriculum designers. In the tier-1 core are the topics that are fundamental to the structure of any computer-science program.

**On the meaning of tier-1:** A tier-1 topic should be a required part of every computer-science curriculum for every student. This is not to say that tier-2 or even elective topics should not be, but the tier-1 topics are those with widespread consensus for inclusion. Moreover, at least preliminary treatment of most of these topics typically comes in the first two years of a curriculum, precisely because so much of the field relies on these topics. However, introductory courses need not cover all tier-1 material and will usually draw on tier-2 and elective material as well.

**On the meaning of tier-2:** Tier-2 topics are generally essential in an undergraduate computer-science degree. Requiring the vast majority of them is a minimum expectation, and we encourage institutions to cover all of them for every student. That said, computer science programs can allow students to focus in certain areas in which some tier-2 topics are not required. We also acknowledge that resource constraints, such as a small number of faculty or institutional limits on degree requirements, may make it prohibitively difficult to cover every topic in the core while still providing advanced elective material. A computer-science curriculum should aim to cover 90-100% of the tier-2 topics for every student, with 80% considered as a minimum.

There is no expectation that tier-1 topics necessarily precede tier-2 topics in a curriculum. In particular, we expect introductory courses will draw on both tier-1 and tier-2 (and possibly elective) material and that some core material will be delayed until later courses.

**On the meaning of elective:** A program covering only core material would provide insufficient breadth and depth in computer science, but most programs will not cover all the elective material in the Body of Knowledge and certainly few, if any, students will cover all of it within an undergraduate program. Conversely, the Body of Knowledge is by no means exhaustive, and advanced courses may often go beyond the topics and learning outcomes contained in it. Nonetheless, the Body of Knowledge provides a useful guide on material appropriate for a computer-science undergraduate degree, and all students of computer science should deepen their understanding in multiple areas via the elective topics.
A curriculum may well require material designated elective in the Body of Knowledge. Many curricula, especially those with a particular focus, will require some elective topics, by virtue of them being covered in required courses.

The size of the core: The size of the core (tier-1 plus tier-2) is a few hours larger than in previous versions of the computer-science curriculum, but this is counterbalanced by our more flexible treatment of the core. As a result, we are not increasing the number of required courses a curriculum should need. Indeed, a curriculum covering 90% of the tier-2 hours would have the same number of core hours as a curriculum covering the core in the CS2008 volume, and a curriculum covering 80% of the tier-2 hours would have fewer core hours than even a curriculum covering the core in the CC2001 volume (the core grew from 2001 to 2008).

A note on balance: Computer science is an elegant interplay of theory, software, hardware, and applications. The core in general and the tier-1 core in particular, when viewed in isolation, may seem to focus on programming, discrete structures, and algorithms. This focus results from the fact that these topics typically come early in a curriculum so that advanced courses can use them as pre-requisites. Essential experience with systems and applications can be achieved in more disparate ways using elective material in the Body of Knowledge. Because all curricula will include appropriate elective material, an overall curriculum can and should achieve an appropriate balance.

Further Considerations

As useful as the Body of Knowledge is, it is important to complement it with a thoughtful understanding of cross-cutting themes in a curriculum, the “big ideas” of computer science. In designing a curriculum, it is also valuable to identify curriculum-wide objectives, for which the Principles and the Characteristics of Graduates chapters of this volume should prove useful.

In the last few years, two on-going trends have had deep effects on many curricula. First, the continuing growth of computer science has led to many programs organizing their curricula to allow for intradisciplinary specialization (using terms such as threads, tracks, vectors, etc.). Second, the importance of computing to almost every other field has increasingly led to the creation of interdisciplinary programs (joint majors, double majors, etc.) and incorporating interdisciplinary material into computer-science programs. We applaud both trends and believe
a flexible Body of Knowledge, including a flexible core, support them. Conversely, such
specialization is not required: Many programs will continue to offer a broad yet thorough
coverage of computer science as a distinct and coherent discipline.
Chapter 5: Introduction to the Body of Knowledge

Process for Updating the Body of Knowledge

The CS2013 Steering Committee constituted a subcommittee for each KA, chaired by a member of the Steering Committee, and initially including at least two other members of the Steering Committee. Individual subcommittee Chairs then invited expert members (outside the CS2013 Steering Committee) to join the work of defining and reviewing each KA; drafts of KAs were also presented in various conference panel and special session presentations. The KA subcommittee Chairs (as members of the CS2013 Steering Committee) worked to resolve conflicts, eliminate redundancies and appropriately categorize and cross-reference topics between the various KAs. This year-long process ultimately converged to the draft version of the Body of Knowledge presented here.

As noted in the introduction to this report, we are soliciting continued community feedback which will be considered and incorporated into future drafts of the CS2013 report.

The CS2013 Body of Knowledge is presented as a set of Knowledge Areas (KAs), organized on topical themes rather than by course boundaries. Each KA is further organized into a set of Knowledge Units (KUs), which are summarized in a table at the head of each KA section. We expect that the topics within the KAs will be organized into courses in different ways at different institutions.

Here, we provide background for understanding how to read the Body of Knowledge, and we give an overview of the number of core hours in each KA. We also highlight the KAs that have significant cross-topic components and those that are new to this volume. Chapter 4 presents essential background on how the Body of Knowledge translates into actual curricula.
Overview of New Knowledge Areas

While computer science encompasses technologies that change rapidly over time, it is defined by essential concepts, perspectives, and methodologies that are constant. As a result, much of the core Body of Knowledge remains unchanged from earlier curricular volumes. However, new developments in computing technology and pedagogy mean that some aspects of the core evolve over time, and some of the previous structures and organization may no longer be appropriate for describing the discipline. As a result, CS2013 has modified the organization of the curriculum in various ways, adding some new KAs and restructuring others. We highlight these changes in the remainder of this section.

IAS-Information Assurance and Security

IAS is a new KA in recognition of the world’s reliance on information technology and its critical role in computer science education. IAS as a domain is the set of controls and processes, both technical and policy, intended to protect and defend information and information systems. IAS draws together topics that are pervasive throughout other KAs. Topics germane to only IAS are presented in depth in this KA, whereas other topics are noted and cross referenced to the KAs that contain them. As such, this KA is prefaced with a detailed table of cross-references to other KAs.

NC-Networking and Communication

CC2001 introduced a KA entitled “Net-Centric Computing” which encompassed a combination of topics including traditional networking, web development, and network security. Given the growth and divergence in these topics since the last report, we renamed and refactored this KA to focus specifically on topics in networking and communication. Discussions of web applications and mobile device development are now covered in the new PBD-Platform-Based Development KA. Security is covered in the new IAS-Information Assurance and Security KA.
PBD-Platform-Based Development

PBD is a new KA that recognizes the increasing use of platform-specific programming environments, both at the introductory level and in upper-level electives. Platforms such as the Web or mobile devices enable students to learn within and about environments constrained by hardware, APIs, and special services (often in cross-disciplinary contexts). These environments are sufficiently different from “general purpose” programming to warrant this new (wholly elective) KA.

PD-Parallel and Distributed Computing

Previous curricular volumes had parallelism topics distributed across disparate KAs as electives. Given the vastly increased importance of parallel and distributed computing, it seemed crucial to identify essential concepts in this area and to promote those topics to the core. To highlight and coordinate this material, CS2013 dedicates a KA to this area. This new KA includes material on programming models, programming pragmatics, algorithms, performance, computer architecture, and distributed systems.

SDF-Software Development Fundamentals

This new KA generalizes introductory programming to focus on the entire software development process, identifying concepts and skills that should be mastered in the first year of a computer science program. As a result of its broad purpose, the SDF KA includes fundamental concepts and skills that could appear in other software-oriented KAs (e.g., programming constructs from Programming Languages, simple algorithm analysis from Algorithms and Complexity, simple development methodologies from Software Engineering). Likewise, each of those KAs will contain more advanced material that builds upon the fundamental concepts and skills in SDF. Compared to previous volumes, key approaches to programming -- including object-oriented programming, functional programming, and event-driven programming -- are kept in one place, namely the PL KA, even though many curricula will cover some of these topics in introductory courses.
In previous curricular volumes, the interacting layers of a typical computing system, from hardware building blocks, to architectural organization, to operating system services, to application execution environments (particularly for parallel execution in a modern view of applications), were presented in independent knowledge units. The new Systems Fundamentals KA presents a unified systems perspective and common conceptual foundation for other KAs (notably Architecture and Organization, Network and Communications, Operating Systems, and Parallel and Distributed Algorithms). An organizational principle is “programming for performance”: what a programmer needs to understand about the underlying system to achieve high performance, particularly in terms of exploiting parallelism.

How to Read the Body of Knowledge

Curricular Hours
Continuing in the tradition of CC2001/CS2008, we define the unit of coverage in the Body of Knowledge in terms of lecture hours, as being the sole unit that is understandable in (and transferable to) cross-cultural contexts. An “hour” corresponds to the time required to present the material in a traditional lecture-oriented format; the hour count does not include any additional work that is associated with a lecture (e.g., in self-study, lab classes, assessments, etc.). Indeed, we expect students to spend a significant amount of additional time outside of class developing facility with the material presented in class. As with previous reports, we maintain the principle that the use of a lecture-hour as the unit of measurement does not require or endorse the use of traditional lectures for the presentation of material.

The specification of topic hours represents the minimum amount of time we expect such coverage to take. Any institution may opt to cover the same material in a longer period of time as warranted by the individual needs of that institution.
Courses

Throughout the Body of Knowledge, when we refer to a “course” we mean an institutionally-recognised unit of study. Depending on local circumstance, full-time students will take several “courses” at any one time, typically eight or more per academic year. While “course” is a common term at some institutions, others will use other names, for example “module” or “paper”.

Guidance on Learning Outcomes

Each KU within a KA lists both a set of topics and the learning outcomes students are expected to achieve with respect to the topics specified. Each learning outcome has a level of mastery associated with it. There are three levels of mastery, defined as:

- **Knowledge**: The student understands what a concept is or what it means. This level of mastery provides a basic awareness of a concept as opposed to expecting real facility with its application.

- **Application**: The student is able to apply a concept in a concrete way. Applying a concept may include, for example, the ability to implement a programming concept, use a particular proof technique, or perform a particular analysis.

- **Evaluation**: The student is able to consider a concept from multiple viewpoints and/or justify the selection of a particular approach to solve a problem. This level of mastery implies more than the application of a concept; it involves the ability to select an appropriate approach from understood alternatives.

As a concrete, although admittedly simplistic, example of these levels of mastery, we consider the notion of iteration in software development, for example for-loops, while-loops, iterators. At the level of “Knowledge,” a student would be expected to know what the concept of iteration is in software development and why it is a useful technique. In order to show mastery at the “Application” level, a student should be able to write a program using a form of iteration. Understanding iteration at the “Evaluation” level would require a student to understand multiple methods for iteration and be able to appropriately select among them for different applications.
Core Hours in Knowledge Areas

An overview of the number of core hours (both Tier1 and Tier2) by KA in the CS2013 Body of Knowledge is provided below (for a discussion of Tier1 and Tier2, see Chapter 4). For comparison, the number of core hours from both the previous CS2008 and CC2001 reports are provided as well.

<table>
<thead>
<tr>
<th>Knowledge Area</th>
<th>CS2013 Tier1</th>
<th>CS2013 Tier2</th>
<th>CS2008 Core</th>
<th>CC2001 Core</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL-Algorithms and Complexity</td>
<td>19</td>
<td>9</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>AR-Architecture and Organization</td>
<td>0</td>
<td>16</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>CN-Computational Science</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DS-Discrete Structures</td>
<td>37</td>
<td>4</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>GV-Graphics and Visual Computing</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>HC-Human-Computer Interaction</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>IAS-Security and Information Assurance</td>
<td>2</td>
<td>6</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>IM-Information Management</td>
<td>1</td>
<td>9</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>IS-Intelligent Systems</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>NC-Networking and Communication</td>
<td>3</td>
<td>7</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>OS-Operating Systems</td>
<td>4</td>
<td>11</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>PBD-Platform-based Development</td>
<td>0</td>
<td>0</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>PD-Parallel and Distributed Computing</td>
<td>5</td>
<td>10</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>PL-Programming Languages</td>
<td>8</td>
<td>20</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>SDF-Software Development Fundamentals</td>
<td>42</td>
<td>0</td>
<td>47</td>
<td>38</td>
</tr>
<tr>
<td>SE-Software Engineering</td>
<td>6</td>
<td>21</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>SF-Systems Fundamentals</td>
<td>18</td>
<td>9</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>SP-Social and Professional Issues</td>
<td>11</td>
<td>5</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td><strong>Total Core Hours</strong></td>
<td><strong>163</strong></td>
<td><strong>142</strong></td>
<td><strong>290</strong></td>
<td><strong>280</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Tier1 + All Tier2 Total</td>
<td>305</td>
</tr>
<tr>
<td>All Tier1 + 90% of Tier2 Total</td>
<td>290.8</td>
</tr>
<tr>
<td>All Tier1 + 80% of Tier2 Total</td>
<td>276.6</td>
</tr>
</tbody>
</table>

As seen above, in CS2013 the total Tier1 hours together with the entirety of Tier2 hours slightly exceeds the total core hours from previous reports. However, it is important to note that the tiered structure of the core in CS2013 explicitly provides the flexibility for institutions to select...
topics from Tier2 (to include at least 80%). As a result, it is possible to implement the CS2013 guidelines with slightly fewer hours than previous curricular guidelines.